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Abstract—Image retrieval has been an active research domain
for over 30 years and historically it has focused primarily on
precision as an evaluation criterion. Similar to text retrieval,
where the number of indexed documents became large and many
relevant documents exist, it is of high importance to highlight
diversity in the search results to provide better results for the
user. The Retrieving Diverse Social Images Task of the MediaEval
benchmarking campaign has addressed exactly this challenge
of retrieving diverse and relevant results for the past years,
specifically in the social media context. Multimodal data (e.g.,
images, text) was made available to the participants including
metadata assigned to the images, user IDs, and precomputed
visual and text descriptors. Many teams have participated in the
task over the years. The large number of publications employing
the data and also citations of the overview articles underline the
importance of this topic. In this paper, we introduce these publicly
available data resources as well as the evaluation framework, and
provide an in-depth analysis of the crucial aspects of social image
search diversification, such as the capabilities and the evolution of
existing systems. These evaluation resources will help researchers
for the coming years in analyzing aspects of multimodal image
retrieval and diversity of the search results.

I. INTRODUCTION

IMAGE retrieval has been an extremely active research
domain over the past 30 years [1], [2]. Starting with text-

based retrieval of images and then moving towards content-
based image retrieval and multimodal approaches, the tech-
niques have constantly evolved to high quality of retrieval and
increasingly large data sets [3], [4]. The evaluation of retrieval
approaches has traditionally focused on early precision in
retrieval results and on mean average precision (MAP) [5]–[7],
and for specific applications, e.g., patent retrieval, on recall.
With increasingly large data sets and many potentially relevant
images, precision as an evaluation criterion is not sufficient
anymore and requires complementary measures.

In most cases, systems aim to improve the relevance of
the results assuming that the results for a query are single
topic. This is not an accurate assumption anymore in the
context of the current Internet, because many of the queries
cover different aspects, i.e., sub-topics. For instance, objects in
images show different information and have different contexts,
landmarks can be captured in various conditions and angles,
e.g., day-night, close-far, bicycles serve different usages condi-
tions, e.g., city, mountain, road, vehicles are of different types,
and so on. An effective retrieval system should also take into
account the diversification of the results [8]. An example is
provided in Figure 1.

To improve the diversity of search results, one has to
consider the multiple and diverse topics, contexts, intents,

and interpretations of a certain query. Increasing the diversity
increases also the efficiency and usefulness of the system
via providing a wider selection of results and therefore, a
higher chance that they address the user real needs. A concrete
example are the recommender systems, where the users’
satisfaction increases with the diversification of the results.
With this concept, cluster recall was introduced as a measure
for diversity in image retrieval [8]. The Retrieving Diverse
Social Images Task, we are introducing in this paper, has
been organized under the MediaEval Benchmarking Initiative
for Multimedia Evaluation and has evaluated such approaches
over the past years [9]–[13].

Another important aspect of image retrieval is the avail-
ability of many input sources, e.g., not only features that
represent the visual image content and textual metadata, but
also information on the person posting data, tags added by
other persons and possible GPS (Global Positioning System)
data. Some of this information may represent what is in the
image, others what the image is about but also emotional
responses, for example the feeling that an image evokes and
the context in which it was taken. The Retrieving Diverse
Social Images Task addressed these aspects and created a
benchmark framework so that practitioners could choose from
a large number of data sources. Additionally, various visual-
and text-based content descriptors were made available to limit
the entry requirements for systems [9], [12] while focusing on
diversification.

The large number of publications employing the various
data sets from the task and the increasing number of citations
underline the importance and the high impact of the task. With
the public availability of resources, we expect the impact and
usage of the resources to increase strongly over the coming
years, similar to other related benchmarking campaigns [14].
Thus, it seems important to analyze the benchmark and to de-
scribe the main challenges and lessons learned to foster further
research in the context of image retrieval diversification.

The remainder of the article is organized as follows. Sec-
tion II positions our work in the context of the state of the
art and highlights its contribution. Section III introduces the
proposed social image search diversification benchmark frame-
work: data sets, pre-computed content descriptors, available
annotations, and evaluation methodology. Section IV investi-
gates several crucial aspects in the context of image search
diversification, such as the capabilities and the evolution of
existing systems and presents experimental results. Section V
concludes the paper and discusses future challenges.
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(a) Common retrieval results

(b) Results after diversification

Fig. 1. Example of retrieval and diversification results for query “Pingxi Sky
Lantern Festival” (results are truncated for visualization): (a) Flickr initial
retrieval results; (b) diversification achieved with the approach from TUW [15]
(best approach at MediaEval 2015).

II. PREVIOUS WORK

Diversification is an actively researched topic in various
domains ranging from web search and query result diversi-
fication [9], [16]–[19] to recommender systems [20]–[22] and
summarization [23]–[25]. With the emerging availability of
publicly available images, the importance of diversification of
image data in the results is steadily growing. Following the
structure of the current paper, we will first present previous
work in benchmark creation, followed by a few reference
articles in methods for diversification.

To this date, several benchmark initiatives promoted the
development and comparability of approaches in the context of
diversification: the ImageCLEF Photo Task (2008-2009) [8],
[26], ImageCLEF Lifelogging Task (2017-2019) [27], TREC
Web Track: Diversity Task (2009-2012) [28], and MediaEval
Retrieving Diverse Social Images Task (2013-2017)1. In its
last year, the ImageCLEFPhoto Task 2009 focused on image
retrieval and diversity in a large collection of 498,000 press
photos. There are 50 query topics and via pooling, a subset
of the results were judged for relevance [8]. The quality of
both images and annotations differs strongly from those of
social media. Moreover, the tasks on relevance estimation and
diversification are additionally supported by the availability
of example images for all queries and cluster information
for half of the queries. As the name says, the ImageCLEF
Lifelogging Task (2017-2019) focuses on the retrieval of lifelog
data according to predefined moments/events of everyday-life,
such as certain activities, locations, or day-times. Although
the task considers relevance and diversity as core aspects
of the desired summarization, lifelog data differ significantly
from social media data in terms of, e.g., data quality and
variety in addition to missing user-provided metadata. The
TREC Web Track (2009-2012) is considered a diversity task
in the context of web documents only [28]. In contrast, the
MediaEval Retrieving Diverse Social Images Task addresses
the diversification of image search results with an explicit
emphasis on the actual social media context. In its first years,

1http://www.multimediaeval.org/

2013-2014, the task primarily focused on location-oriented
queries. Starting from 2015, the task moved towards general-
purpose and multi-concept queries. While this is a common
and realistic scenario for the general user, it fosters the
development of more general approaches since no reliable
assumptions about the queries or underlying data can be made.

Because the existing diversity-focused benchmarks do not
properly cover social media tasks, recent work in the context
of a general query retrieval diversification of images from
social media are commonly using self-collected data sets from
Flickr [29]–[34]. For example, van Leuken et al. [29] collect
Flickr data using 25 textually ambiguous and 50 textually
unambiguous queries. However, no additional information on
the data set is provided. Wang et al. [30] report experimental
results on a Flickr data set of 104,000 images, collected using
tag-based search for 52 distinct tags (e.g., airshow, apple,
beach). Negi et al. [33] perform experiments on a small Flickr
data set collected using 10 queries (e.g., scorpion, jaguar,
eagle), with a total of 250 relevant images per query. Common
core limitations of experiments on self-collected data concern
the interpretability of the results due to often missing details
on the data acquisition process and the limited comparability
between related approaches. Moreover, self-collected data is
commonly acquired using only single term queries. While this
is a good starting point for research, real-world user queries
commonly contain multiple concepts allowing to express their
intent and information need more precisely (e.g., search for
graffiti on a wall rather than only graffiti).

In terms of diversification methods, a broad range of articles
addressed the diversification of images in the context of
geographical applications (e.g., landmarks and general geo-
graphical summaries) [25], [35]–[39]. For example, Rudinac
et al. [25] creates visual summaries of geographic areas using
user-contributed images and related metadata. The approach is
based on a Random Walk scheme with restarts over a graph
that models relations between images, visual features, user-
provided metadata, and the information on the uploader and
commentators. Radu et al. [36] employed a crowd-sourcing
approach to improve the initial results achieved by an auto-
mated visual analysis of the retrieval results for monument
queries. To avoid the use of human expertise, Boteanu et
al. [39] considered pseudo-relevance feedback, where user
feedback is simulated by the selection of positive and negative
examples from the initial query results. For a thorough survey
of recent approaches, we refer to [9], [18]. Existing approaches
in the context of geographical locations are not necessarily
tailored to the characteristics of the application scenario (e.g.,
the availability of GPS information). However, location-based
queries are usually well-defined and with a partially limited
degree of visual diversity.

To explore the generalization ability of a given approach,
thorough experiments on several data sets and application
scenarios are required. A recent work in this direction is
reported by Boato et al. [40]. The authors make use of
visual saliency information for the diversification of image
retrieval results and present experiments on two data sets:
a self-combined collection of publicly available data sets
in the context of object categorization and the Div150Cred
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data set [12] addressing the diversification of POI (points of
interest) images retrieved from Flickr. The reported results
demonstrate a notable difference in the performance on the
two application scenarios, i.e., while the improvement in
the diversification on the object categories is significant, the
difference on the location-based data set is marginal only.
Images depicting different object categories are usually set
around a centered main object in focus, which is in favor
of the proposed approach. In contrast, location-based images
(from social media) depict a higher degree of visual variation
and do not necessarily follow common saliency rules. Another
work demonstrating applicability across different application
scenarios is presented by Desealers et al. [41]. The authors em-
ploy dynamic programming for the optimization of relevance
and diversity in two scenarios: retrieval of natural images
(ImageCLEF 2008 [42]) and retrieval of product images [41].
However, the authors provide only a qualitative evaluation
on the product data, which limits the interpretability of the
results. Additionally, the scenarios are build upon (semi-
)professional photos and annotations, which differ notably
from the characteristics of social media in terms of quality
of both image data and associated metadata.

The current work brings additional value to the state of
the art with the following main contributions: (i) It introduces
a publicly available, common image search diversification
benchmarking framework with explicit focus on social me-
dia aspects. The framework builds on current state-of-the-art
retrieval technology (i.e., Flickr’s relevance system), allowing
to push diversification in priority. It comes with a large variety
of data and query information (single, multi and adhoc topics)
for complex scenarios; (ii) It provides an in-depth analysis
of the crucial aspects of image search diversification, such as
the capabilities and the evolution of existing systems thorough
the analysis of the results from the MediaEval Retrieving Di-
verse Social Images 2013 — 2016 tasks. Experimental results
highlight the social facets of the problem, the contribution of
deep learning and user credibility information, the choice of
feature combinations and fusion types, and various proposed
approaches. To the best of our knowledge, this is the first
comprehensive study covering all these core aspects of the
social media diversification tasks.

III. EVALUATION FRAMEWORK

In this section, we present the components that make up
the evaluation framework: the data sets (Section III-A), the
content descriptions we provide (Section III-B), the ground
truth (Section III-C), and the evaluation methodology that
brings together all these data (Section III-D).

A. Data sets

Several data sets were designed and created for benchmark-
ing image retrieval diversification capabilities with the explicit
focus on the actual social media context. The social aspects
are reflected both in the nature of the data (variable quality of
photos and of metadata shared on social media, assessment of
user tagging credibility, etc.) and in the methods employing the
data. All the data consists of redistributable Creative Commons

Flickr2 and Wikipedia3 data and are publicly released for
reproducibility and comparability reasons [10]–[13]. Each of
these data sets addresses different perspectives of the image
diversification challenge and were validated during the annual
MediaEval Benchmarking Initiative for Multimedia Evaluation
as part of the Retrieving Diverse Social Images Task. An
overview of the released data is presented in Table I. For three
of the four data sets, the concept of user tagging credibility
is used to provide additional input to the retrieval methods.
Credibility, as the general concept covering trustworthiness
and expertise but also quality and reliability is strongly debated
in philosophy, psychology, and sociology. Automated credibil-
ity estimation is a recent trend in Web content analysis and
is mostly applied to textual documents, such as tweets [43]
or Web pages [44]. The presence of credibility related ap-
proaches in the multimedia domain is limited. Yamamoto and
Tanaka [45] propose ImageAlert, a system that focuses on
text-image credibility, while Benevenuto et al. [46] focus on
the credibility of the users and aim to detect users distributing
video spam rather than classifying the content itself. In Web
2.0 platforms, the quality of annotations provided by different
users can vary strongly, e.g., Izadinia et al. [47] studied the tags
of 269,642 Flickr images from the NUS-WIDE data set [48]
for 81 manually labeled topics and observed that a tag has
only a 62% chance of being correctly associated to images.
The estimation of individual tag relevance is related to our
view of user tagging credibility. The proposed estimates for
user credibility are detailed in Section III-B3.

Div400 data set [10] focuses on the retrieval of photos form
a predefined location (POI) in a tourism scenario, i.e., the user
searches for a diversified photo summary for a target location.
The data set consists of 396 landmark location queries (e.g.,
museums, monuments, bridges) ranging from very famous
ones, e.g., “Big Ben in London”, to less known, e.g., “Palazzo
delle Albere in Italy”. Each query location is provided with:
location name, GPS coordinates (latitude and longitude), a
link to its Wikipedia web page, a representative photo from
Wikipedia, a ranked set of photos retrieved from Flickr with
text and GPS queries using Flickr’s default “relevance” algo-
rithm (up to 150 photos), and their metadata (photo’s id, title,
description, tags, geotagging information, the date the photo
was taken, owner’s name, the number of times the photo has
been viewed, the url link of the photo location from Flickr,
license type, number of posted comments). The data set is
divided into a development set (devset) containing 50 of the
queries (5,118 Flickr photos) and a test set (testset) containing
the remaining 346 queries (38,300 Flickr photos).

Div150Cred data set [12] uses the same use case as Div400,
i.e., tourism, and is built on top of these data. It provides 300
queries with re-crawled information for ensuring up to 300
photos, and up to 5 representative images from Wikipedia
for each query. It extends the metadata by providing also
the userid from Flickr. The distribution into development
and test set data is as follows: devset containing 30 queries

2https://www.flickr.com/
3https://en.wikipedia.org/
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TABLE I
DATA SET STATISTICS (devset — DEVELOPMENT DATA, testset — TESTING DATA, credibilityset — DATA FOR ESTIMATING USER TAGGING CREDIBILITY,

single (st) — SINGLE TOPIC QUERIES, multi (mt) — MULTI-TOPIC QUERIES, ++ — ENHANCED/UPDATED CONTENT, POI — LOCATION POINT OF
INTEREST, events — EVENTS AND STATES ASSOCIATED WITH LOCATIONS, general — GENERAL PURPOSE AD HOC TOPICS).

Div400 (2013) Div150Cred (2014) Div150Multi (2015) Div150Adhoc (2016)

devset testset devset testset credibilityset devset testsetst testsetmt credibilityset devset testset credibilityset

data source 2013 2013 2013++ 2013++ 2014 2014all 2015 2015 2014++ 2015/2016 2016 2015++

#queries 50 346 30 123
300 POIs,
685 users,
∼3.6M +
∼12.3M
(via devset
& testset)
image urls
& metadata

153 69 70 300 POIs,
685 Flickr
users,
∼3.6M +
∼27.1M
(via devset
& testset)
image urls
& metadata

70 64

300 POIs,
685 Flickr
users,
∼3.6M
image urls

content POI POI POI POI POI POI events events/general general
type single single single single single single multi multi multi

#Wiki.img./query 1 1 1-5 1-5 1-5 1-5 - - -
#images 5,118 38,300 8,923 36,452 45,375 20,700 20,694 20,757 18,717

min #img./query 30 30 285 277 281 300 176 176 141
avg. #img./query 102.4 110.7 297 296 297 300 296 297 292
max #img./query 150 150 300 300 300 300 300 300 300

descriptors visual visual, TF-IDF visual, TF-IDF TF-IDF & semantic vectors
TF-IDF credibility credibility, CNN credibility, CNN

(8,923 Flickr photos) and testset containing 123 queries
(36,452 Flickr photos). The main contribution is however in
the introduction of user tagging credibility information for
diversification together with a dedicated data set (credibili-
tyset). The proposed credibility information on user tagging
attempts to provide an estimation of the global quality of tag-
image content relationships for user’s contributions [49], e.g.,
upload activity, coherence of the tag sets, and correspondence
between tags and content of the images. This information
is in particular valuable for exploiting the social context
of the data. It gives an indication about which users are
most likely to share representative images in Flickr. In this
context, the credibilityset provides Flickr photo information
(e.g., date of the photo, user’s id, number of visualizations,
GPS information) for about 300 locations and 685 different
users (a total of 3.6M image links with metadata). Each user
is assigned a manual credibility score (ground truth) which
is determined as the average relevance score of all the user’s
photos (see Section III-C). Each user is also provided with the
estimated credibility descriptors introduced in Section III-B3.
User information is provided also for the users in devset and
testset via a total of 12.3M image links with metadata. This
data set is intended for training and designing user credibility
related descriptors.

Div150Multi data set [11] uses the same tourist scenario as in
the previous editions and increases the difficulty by addressing
multi-topic queries about location specific events, location
aspects, or general activities (e.g., “Oktoberfest in Munich”,
“Bucharest in winter”). The data set consists of information
for 300 single- and multi-topic queries and each query is
provided with up to 300 photos and up to 5 representative
images from Wikipedia. In terms of metadata, we provide the
same type of information as for Div150Cred. The Div150Multi
development set (devset) consists of 153 queries (i.e., the
complete Div150Cred data set [12], 45,375 Flickr photos).
The user annotation credibility set (credibilityset) contains
information for 300 locations and 685 users (the updated

version of Div150Cred with 3.6M image links with metadata
and 27.1M image links with metadata for users in devset and
testset). Finally, the test set (testset) contains 139 queries: 69
one-concept location queries (20,700 Flickr photos) and 70
multi-concept queries related to events and states associated
with locations (20,694 Flickr photos).

Div150Adhoc data set [13] addresses the diversification prob-
lem for a general ad-hoc image retrieval system, where general
purpose multi-topic queries are used for retrieving the images
(e.g., “animals at Zoo”, “flying planes on blue sky”, “hotel
corridor”). The data set consists of information for 134 multi-
topic queries and each query is provided with up to 300 photos.
In terms of metadata, we provide the same type of information
as for the previous data set, Div150Cred. Div150Adhoc pro-
vides a development set (devset) containing 70 queries (20,757
Flickr photos including 35 multi-topic queries related to events
and states associated with locations from Div150Multi [11]),
the user tagging credibility set (credibilityset) containing in-
formation for 300 location-based queries and 685 users (the
updated version of Div150Multi, with 3.6M image links with
metadata), a set providing semantic vectors for general English
terms computed on top of the English Wikipedia (wikiset, see
Section III-B2), for developing advanced text models, and a
test set (testset) containing 65 queries (19,017 Flickr photos).

B. Content descriptors

To address a broader community, the data sets come with
pre-computed content descriptors, namely:

1) General-purpose visual descriptors: (Div400,
Div150Cred, Div150Multi) for each image, the following
descriptors are provided which are known to perform well on
image retrieval tasks: global color naming histogram: maps
colors to 11 universal color names, i.e., “black”, “blue”,
“brown”, “grey”, “green”, “orange”, “pink”, “purple”, “red”,
“white”, and “yellow” [50]; global Histogram of Oriented
Gradients: represents the HoG feature computed on 3 by 3
image regions [51]; global color moments on HSV (Hue-
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Saturation-Value) color space: represents the first three central
moments of an image color distribution: mean, standard
deviation and skewness [52]; global Locally Binary Patterns
on gray scale [53]; global Color Structure Descriptor:
represents the MPEG-7 Color Structure Descriptor computed
on the HMMD (Hue-Min-Max-Difference) color space [54];
global statistics on gray level Run Length Matrix: provides
11 statistics computed on gray level run-length matrices for 4
directions, e.g., Gray-Level Non-uniformity, High Gray-Level
Run Emphasis, see [55]; and their local spatial pyramid
representations (descriptors are computed on image blocks of
3 by 3 pixels and then merged into a global descriptor).

2) Text models and descriptors: (Div400, Div150Cred,
Div150Multi, Div150Adhoc) all of the modern probabilistic
models, from the original ideas of the Probability Ranking
Principle [56] to the relatively newer language modelling
approaches [57], have as basic building blocks a component
that quantifies the importance of a term t in a document
d, F (tf t,d), and a component that quantifies the specificity
of a term, F ′(df t). F and F ′ are control functions, often
log or rational [58]. The provided data comes with the tf t,d
(term frequency) and df t (document frequency) values for all
terms and documents. They are determined per data set basis,
and within a data set per image basis, per query basis, and
per user basis. To allow reproducibility, we also provide the
index files generated with Lucene4 (can be used directly in
Solr or ElasticSearch engines). Some of the best performing
systems in the 2014/2015 Retrieving Diverse Social Images
Task have used word embeddings to calculated text similarity
beyond the tf -df statistics. Therefore, as part of the 2016
data (Div150Adhoc) we have also provided word embeddings
for all terms in Wikipedia (wikiset). We use the method pro-
posed in [59], i.e., skip-gram with negative-sampling training
(SGNS) method in the Word2Vec framework. While this is not
the newest method in this category (e.g., the authors in [60]
introduced GloVe and reported superior results), independent
benchmarking reported [61] show that there is no fundamental
performance difference between the recent word embedding
models. In fact, based on their experiments, they conclude
that the performance gain observed by one model or another
is mainly due to the setting of the models’ hyper-parameters.

3) User tagging credibility descriptors: (Div150Cred,
Div150Multi, Div150Adhoc) our aim is to find a reliable
estimation of the overall quality of tag-image content rela-
tionships for a user’s contributions to Flickr. Using tagging
credibility estimates facilitate the design of image retrieval and
diversification systems that incorporate the social dimension.
It gives an indication about which users are most likely to
share relevant images in Flickr. For each Flickr user that has at
least one contribution in the credibilityset, devset, or testset, we
first retrieve up to 1,000 images and associated metadata (i.e.,
tags, title, timestamps, etc.). Credibility descriptors are then
extracted both from textual and visual data. For Div150Cred,
the following descriptors are proposed: visualScore: a binary
SVM is trained for predicting over 17,000 ImageNet con-
cepts using Overfeat convolutional neural network (CNN)

4http://lucene.apache.org/core/

features [62]. The visualScore for a user is determined as
the average of Flickr tags classification scores, obtained with
these models. The higher the prediction score, the higher
should be the credibility of user’s tags; faceProportion: faces
are detected using standard tools from OpenCV [63], and
faceProportion is the percentage of images containing persons
for a certain user. Given the scenario of the data, we target
images with less faces in foreground, where the target topics
are the main focus. The descriptor is related to the relevance
of the image; tagSpecificity: is the average specificity of a
user’s tags, where specificity is assessed as the percentage of
users that employed those tags for a large corpus of data,
namely ∼100 million image metadata from 120,000 users;
locationSimilarity: is the average similarity between the GPS
tagged photos of a user and precomputed location models
of 1km2 cells obtained from the MediaEval 2013 Placing
Task [64]. This provides information about the correctness of
the geotagging; photoCount: is the number of photos shared by
a user on Flickr; uniqueTags: is the percentage of unique tags
in a user’s vocabulary; uploadFrequency: is the average time
between two consecutive uploads on Flickr; bulkProportion: is
the percentage of identical tags for at least two distinct images.
It aims to capture a bulk tagging behaviour.

In the Div150Multi data set, we extended the set of credibil-
ity descriptors by including novel estimators, some of which
were found to be strong indicators for user tagging credibility
in [65]: meanPhotoViews: is the average number of image
visualizations for a certain user; meanTitleWordCounts: is the
average number of words used in photo titles for a certain
user; meanTagsPerPhoto: is the average number of tags used
for describing the images of a user; meanTagRank: user’s tags
are sorted by decreasing the amount of their usage (sampled
for a large collections of Flickr images). meanTagRank is
then computed as the average rank of user’s tags in this
list; meanImageTagClarity: is an adaptation of the Image
Tag Clarity score described in [66], i.e., the KL-divergence
between the tag language model and a collection language
model. The adaptation over the initial approach is the use of
tf/idf language models. This score is an indicator of the various
contexts a tag is used in. meanImageTagClarity is computed
as the average of the clarity scores obtained for a user’s tags
(for practical reasons, we only consider the appearance in the
top 100,000 most frequent tags).

The Div150Adhoc collection proposes most of the previ-
ously described credibility descriptors. For this data set, the
definition for relevance has slightly changed from previous
years, with the introduction of multi-topic queries unrelated
to POIs. In particular, faceProportion and locationSimilarity
have been removed as they are no longer valid in the current
scenario, while the visualScore descriptor was updated to use
more effective CNN representations, i.e., we employ now the
last fully connected layer of the network in [67].

4) Convolutional neural network descriptors:
(Div150Multi, Div150Adhoc) since the initial success,
CNN features have been used as universal representations for
a variety of image classification and retrieval tasks [68]–[71].
CNNs are commonly used for solving computer vision
problems in which train and test concepts are identical.
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However, if trained with a large number of concepts, generic
feature extractors can also be used to characterize other
data sets whose concepts overlap the original ones to some
extent [68], [72]. Nevertheless, transfer efficiency is reduced
whenever the gap between train and test sets is too high and, in
such cases, dedicated models should be trained. Therefore, for
the Div150Multi and Div150Adhoc collections we provided
both general CNN descriptors but also CNN descriptors that
were specifically tuned for the POI recognition task. CNN
generic: a model is trained on 1,000 ImageNet classes. It
is provided with the Caffe framework [73]. The descriptor
consists of the last fully connected layer of the network
(fc7). CNN adapted: is inspired by recent domain adaptation
work [74]. It is also based on the Caffe framework but uses
1,000 landmark models instead of ImageNet concepts [38].
The descriptor is again the fc7 layer.

C. Ground truth
The presented data sets come with photo relevance and

diversity annotations. To disambiguate the diversification need,
explicit definitions were provided. They were determined and
validated in the community based on the feedback gathered
from over 200 respondents during the MediaEval annual
community surveys [10]–[13]. Relevance: a photo is consid-
ered to be relevant if it is a common photo representation
of the location/of all query concepts at once. Bad quality
photos, e.g., severely blurred, out of focus, etc., as well as
photos with people as the main subject are not considered
relevant. Diversity: a set of photos is considered to be di-
verse if it depicts different visual characteristics of the target
location/concepts, e.g., sub-locations, temporal information,
typical actors/objects, genesis and style information, with a
certain degree of complementarity, i.e., most of the perceived
visual information is different from one photo to another.

Annotations were carried out by trusted assessors (experts)
with advanced knowledge of the query characteristics (mainly
learned from Internet and Flickr metadata). In particular, to
explore differences between expert and non-expert annota-
tions, crowdsourcing annotations were provided for a sample
of 50 queries (6,169 photos) from the Div400’s testset. For
the results, the reader is referred to Ionescu et al. [9].

To avoid any bias, annotations were carried out individually
on different locations without having the annotators discussing
with each other. Following the best practice from the litera-
ture [8], [29], we determined the following annotation protocol
(annotators used a specially developed software to carry out
the process):

Relevance: for each query, the annotators were provided
with one photo at time. A reference photo of the query (e.g.,
a Wikipedia photo) has been displayed during the process,
as reference. Annotators were asked to classify the photos as
being relevant (score 1), non-relevant (0) or with “don’t know”
answer (-1). The definition of relevance was displayed to the
annotators during the entire process. The annotation process
was not time restricted. Annotators were recommended to
consult any additional written or visual information source
(e.g., from Internet) in case they were unsure about the
annotation.

Diversity: is annotated only for the photos that were judged
as relevant in the previous relevance step. For each query,
annotators were provided with a thumbnail list of all the
relevant photos. The first step required annotators to get
familiar with the photos by analyzing them for about 5
minutes. Next, annotators were required to re-group the photos
in clusters based on their visual similarity. The number of
clusters was limited to maximum 20 for Div400 and to 25 for
Div150Cred, Div150Multi and Div150Adhoc. Full size ver-
sions of the photos were available by clicking on the photos.
The definition of diversity was displayed to the annotators
during the entire process. For each of the clusters, annotators
also provided some keyword tags reflecting their judgments
in choosing these particular clusters. The process was also not
time restricted.

A summary of the overall annotation statistics is presented
in Table II. The relevance ground truth was collected from
several annotators leading in the end to 3 distinct annotations
per photo. Final relevance ground truth was determined after
a lenient majority voting scheme (-1 are disregarded if not
in majority). The diversity annotation was also collected from
several annotators who annotated distinct parts of the data,
leading in the end to 1 annotation per photo. In some cases,
a master annotator reviewed once again the annotations.

For measuring the agreement among pairs of annotators, we
computed the Kappa statistics. Kappa values range from 1 to
-1, where values from 0 to 1 indicate agreement above chance,
values equal to 0 indicate equal to chance, and values from
0 to -1 indicate disagreement worse than chance. In general,
Kappa values above 0.6 are considered adequate and above
0.8 are considered almost perfect [75]. All the annotations
achieve agreement values above 0.6, and maximum 0.85. Also,
less than 0.03% of the images were undecided after majority
voting which is negligible. On average, more than 67% of
the images were considered relevant which is a significant
number, allowing to focus on the diversification process. As
comparison, crowdsourcing annotations have the agreement
significantly lower, i.e., 0.36, which may reflect the variability
of the background of the crowd annotators. The number of
relevant images is however more or less similar, 69%.

For the diversity annotations, we achieve around 12 clusters
per query for Div400, where the maximum number of images
per query was 150, around 22 clusters for the tourism scenario
where we have up to 300 images per query, and a lower
number, i.e., 17 clusters when the queries are more complex
(multi-topic). The resulting number of images per cluster is
in general in the 8-10 interval. In comparison, crowdsourcing
annotations lead to 4.7 clusters per query and 32.5 images per
cluster, which shows that crowd workers tend to simplify the
process for optimizing the duration of the annotation task.

D. Evaluation Methodology

The classical evaluation metrics from information retrieval
are widely used measures for the estimation of search qual-
ity [32], [36], [38], [76]. Effective metrics include the Mean
Average Precision (MAP) [77], the area under the ROC curve
(AUC) [78], and the normalized discounted cumulative gain
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TABLE II
DATA GROUND TRUTH STATISTICS (devset — DEVELOPMENT DATA, testset — TESTING DATA, credibilityset — DATA FOR ESTIMATING USER TAGGING

CREDIBILITY (RELEVANCE ANNOTATIONS WERE PERFORMED ON A SELECTION OF 50,157 PHOTOS), single (st) — SINGLE TOPIC QUERIES, multi (mt) —
MULTI-TOPIC QUERIES, expert — ANNOTATIONS PERFORMED BY EXPERT ASSESSORS, crowd — ANNOTATIONS PERFORMED VIA CROWD SOURCING ON A

SELECTION OF 50 QUERIES, 6,169 PHOTOS, +1 —A MASTER ANNOTATOR REVIEWED ONCE AGAIN THE ANNOTATIONS).

Div400 (2013) Div150Cred (2014) Div150Multi (2015) Div150Adhoc (2016)

devset testset testset devset testset credibilityset devset testsetst testsetmt credibilityset devset testset credibilityset

relevance expert expert crowd expert expert expert expert expert expert expert expert expert expert
#annotators 6 7 175 3 11 9 11 7 5 9 9 9 9

#annotations per image 3 3 3 3 3 3 3 3 3 3 3 3 3
average Kappa 0.64 0.8 0.36 0.85 0.75 0.75 0.77 0.8 0.69 0.75 0.64 0.67 0.75

% relevant images 73.5 65 69 70 67.4 68.6 67.9 63 69 68.6 64.4 50 68.6
% undecided images 0.06 0.04 0.01 0.03 0.01 0.01 0.01 0.01 0 0.01 0.001 0.006 0.01

diversity expert expert crowd expert expert - expert expert expert - expert expert -
#annotators 3 4 33 2(+1) 3(+1) - 3(+1) 3(+1) 3(+1) - 5(+1) 5(+1) -

#annotations per image 1 1 3 1 1 - 1 1 1 - 1 1 -
avg. #clusters per query 11.6 13.1 4.7 23.17 22.58 - 22.9 20.9 17.2 - 18 16 -

avg. #img. per cluster 6.4 5 32.5 8.89 8.82 - 8.9 9 12.6 - 11 9 -

(NDCG) [79]. However, these metrics do not consider diversity
but focus on relevance only. In contrast, several evaluation
measures address diversity but do not reflect relevance, such as
classical clustering evaluation measures in [29], α-NDCG [80],
and user intent aware measures [16]. To reflect both aspects,
relevance and diversity, Jang et al. [31] proposed a modified
version of the average precision (AP). However, the proposed
average diverse precision (ADP) metric defines diversity as
a simple dissimilarity measure between ranked images. The
missing consideration of the true diversity as provided by a
ground truth annotation limits the comparability of the results
achieved by different approaches.

The most widely employed evaluation metrics, which ac-
count for both relevance and diversity, originate in infor-
mation retrieval [81], namely: cluster recall@X (CR@X),
precision@X (P@X), and their harmonic mean F1@X [8],
[9], [18], [26], [33], [34], [37]–[39], [41]. CR@X provides the
number of clusters from the ground truth that are represented
in the top X results and, thus, it reflects the diversifica-
tion quality of a given image result set. It is defined as:
CR@X = N

NG
, where N is the number of image clusters

represented by the top X ranked images and NG the total
number of image clusters according to the ground truth. Since
the clusters in the ground truth consider relevant images only,
the relevance of the top X results is implicitly measured by
CR@X . Nevertheless, P@X provides a more precise view
on the relevance of a particular image set. P@X measures
the relevance among the top X images and is defined as:
P@X = Nr

X , where Nr is the number of relevant images
in the top X results. We set X ∈ {5, 10, 20, 30, 40, 50}.

IV. EXPERIMENTAL RESULTS

The main objective of the performed experiments is to
investigate several crucial aspects in the context of image
search diversification, such as the capabilities and the evolution
of existing systems, the employed features, and the underlying
approaches. We analyze the various runs submitted to the

MediaEval 2013–2016 Retrieving Diverse Social Images Tasks
Div400 – 38 runs, Div150Cred – 54 runs, Div150Multi – 59
runs, and Div150Adhoc – 29 runs (180 runs in total). The
evaluation of the results is carried out on a common basis as
presented in the previous sections.

A. Analysis of the overall performance

In our first experiment we investigate the distribution of
the achieved performances for the different data sets. Figure 2
presents a box plot view of the results in terms of precision
(P@X) and cluster recall (CR@X) for the various cutoff
values, X={5, 10, 20, 30, 40, 50}. Additionally, we report the
performance of the initial Flickr retrieval result as a baseline.

The results show that with an increasing number of consid-
ered result images, the overall precision only decreases slightly
while the cluster recall increases notably. This tendency is
independent of the underlying data set and indicates an essen-
tial improvement of the diversity of the retrieved results at a
comparable relevance level, when more images are considered.

In general, only few submitted runs improved the per-
formance of the initial Flickr ranking in terms of precision
(P@X), while most of them achieve a comparable or a
slightly lower P@X score. This proves the effectiveness of
the Flickr retrieval, which would allow to focus more on the
diversification part. The increase in diversity of the retrieved
image set (depicted by CR@X) is notable in comparison to
the initial Flick ranking. Additionally, the larger the number
of considered images, X , the more evident is the difference
in terms of diversification. For example, for the Div150Adhoc
data set and X=20, the submitted runs achieve an average
CR@20 score of 0.3997, compared to the Flickr baseline,
0.3609. For X=50, the performance of the submitted runs
in terms of CR@50 increases to 0.6315 in contrast to the
performance of the Flickr baseline, 0.5601.

Some evaluation settings lead to significant spread of the
performances of the different runs, indicated by the outliers in
Figure 2. For example, while 50% of the submitted runs for
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Fig. 2. Performance analysis over the different data sets via boxplot representations of the results (+ are outlier systems, P stands for precision, and CR for
cluster recall). Metrics are computed at various cutoff points. Flicks initial retrieval results are provided as baseline.

the DIV400 data set achieve a P@50 score within the narrow
range between 0.67 and 0.70, a few runs represent outstanding
outliers. For example, Bursuc and Zaharia [82] employ a
purely visual-based approach and achieve a P@50 score of
0.14 in comparison to the human-based approach by Szűc et
al. [83] with the maximum achieved P@50 score of 0.79.
Nevertheless, since P@X and CR@X are intercorrelated,
a proper analysis of potential outliers can only be done in
consideration of both evaluation scores. Therefore, we provide
more insights into the performance of single approaches in the
context of the exploration of the employed features presented
in the next section.

Eventually, the different data sets exhibit a varying level
of complexity in terms of considered image queries and
application scenarios. Div400, Div15Cred, and a part of the
Div150Multi cover queries describing single concepts in a
tourist scenario. In contrast, the second part of Div150Multi
and Div150Adhoc employ queries representing several con-
cepts in combination, the former data set addressing a tourist
scenario and the last one a general-purpose, ad-hoc retrieval
system. The differences in the underlying scenarios are cap-
tured by the achieved results. A comparison of the perfor-
mances on the single topic data sets and on the multi-topic
data sets shows a significant difference for both P@X and
CR@X for X={10, 20, 30, 40, 50} using the Mann-Whitney-
U test [84] (p�0.001 for P@20 and p=0.002 for CR@20).
The drop in the performance is even more intensified for
the general-purpose queries (see Div150Adhoc), which is
expected, given the higher complexity of the queries.

B. Analysis of the employed features

In this experiment we investigate the potential of the various
feature types employed (e.g., text, visual, credibility, mul-
timodal, etc.). Figure 3 summarizes the results in terms of
the official ranking measures: CR@10 and P@10 for Div400
and CR@20 and P@20 for Div150Cred, Div150Multi, and
Div15Adhoc.

The results show that a human-in-the-loop (see hybrid or
human-machine-based approach) commonly leads to a high
precision score. For example, Szűcs et al. [83] employ user
feedback to organize image retrieval results into clusters of

relevant images. The selection of the final image set follows
a Round-Robin approach resulting in the highest precision for
the Div400 data set, P@10=0.89. Boteanu et al. [85] record
user feedback on both relevance and diversity of image result
sets to train a Support Vector Machine (SVM) classifier. The
approach achieves the highest precision for the Div15Cred
data set, P@20=0.88. Although, user feedback allows for a
better assessment of image relevance (and, hence, a higher
precision score, in general), the investigated hybrid approaches
are notably outperformed by the remaining fully automated
techniques in terms of diversification of the final image set,
commonly leading to a higher F1@X score as well.

Overall, more than 45% of the the total number of results are
reported by multimodal approaches, employing combinations
of different modalities, such as text, visual, and/or credibility
information. Such systems tend to achieve the highest per-
formance in terms of diversification of the final image set
independently of the considered data set. Figure 4 shows a
detailed view on the performance of the various combinations
employed by the investigated systems for the Div150Cred,
Div150Multi, and Div15Adhoc data sets. The results show
that, currently, the best performing multimodal approaches
consider the combination of text and visual information. This
combination is widely applied through the different data sets.

More recently, deep learning representations of the textual
and/or visual information are commonly considered. While,
in general, approaches employing deep learning techniques
do not necessarily improve the precision of the retrieved
results, they significantly improve the diversity in terms of
CR@20-score (Mann-Whitney-U test p=0.004). For example,
Spyromitros-Xioufis et al. [86] achieve the top performance
for the Div150Multi (st) data set in terms of F1@20 score
and the highest CR@20 score of 0.51 using CNN-based and
text-based features for building relevance models and VLAD
features to increase the diversity of the retrieved image set.
The authors report that the consideration of the deep learning
based features improves the overall performance of up to 6%.

Nevertheless, conventional multimodal approaches combin-
ing regular text and visual-based features also show remark-
able performance. For example, Tollari [87] combines TF-IDF
and scalable color in a clustering-based diversification ap-
proach. The proposed approach achieves the top performance
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Fig. 3. Performance of the employed features (represented with different colors) on the various data sets (represented with different shapes). st indicates
single topic and mt multi-topic data sets.
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Fig. 4. Detailed view of the performance of the various feature combination
considered by the multimodal approaches (represented with different colors)
on the various data sets (represented with different shapes). st indicates single
topic and mt multi-topic data sets.

for the Div15Adhoc data set improving the Flickr baseline by
more than 14% in terms of F1@20 score, with P@20=0.70
and CR@20=0.49 (Flickr: P@20=0.55, CR@20=0.36).

Figure 6 visualizes the underlying fusion techniques em-
ployed by approaches combining several features. Please note,
that feature combinations do not necessarily consider different
modalities (i.e., multimodal approaches) but can also refer to a
combination of features of the very same modality. The results
show that the minority of the approaches (around 20%) employ
late fusion techniques. For example, Ferreira et al. [88], [89]
consider a rank aggregation method for rankings generated
by different features to improve the original listing of the
retrieval results. The approach improves the Flickr baseline
for Div150Multi (st) and (mt) in terms of diversity (CR@20)
by more than 5%. Sabetghadam et al. [15] use a weighted
linear method and Bayesian inference to combine relevancy

and diversity results achieved by text and visual-based features
respectively. The approach performs comparable to an early
fusion technique, which simply leverages both modalities.
CR@20 is 0.47 using the late fusion and 0.49 using the early
fusion approach on the Div15Multi (mt) data set, achieving
third and second best results on this data set. The results
reflect the overall picture as there is no observable significant
difference between the performances of early and late fusion.

C. Analysis of the methods

While in the previous sections we investigated the impact
of multiple types of features, we now take a global look at the
performance of different approaches to diversity (e.g., greedy,
clustering, optimization). Figure 5 gives an overview of the
results in terms of the official ranking measures: CR@10 and
P@10 for Div400 in Figure 5a and CR@20 and P@20 for
Div150Cred, Div150Multi, and Div15Adhoc in Figure 5b.

We first observe that, overall, the clustering based methods
are predominant, with 64.2% of the results using a clustering
algorithm. We also note that for each particular data set, this
approach covers at least 50% of the runs. However, despite
being the prevailing technique, it is used by only one top
run in terms of precision, for the Div150Adhoc data set and
two top runs in terms of cluster recall, for the Div150Adhoc
and Div150Multi (mt) data sets. Tollari [87] achieves the
best P@20 and CR@20 scores on Div150Adhoc by applying
Agglomerative Hierarchical Clustering (AHC) to query results
after a re-ranking step. AHC provides a hierarchy of image
clusters and the ideal number of clusters varies according
to the features used for clustering and the target evaluation
measure. On Div150Multi (mt), top CR@20 is obtained by
Sabetgtham et al. [15], who use ensembles of different config-
urations of clustering algorithms, features and distance metrics
to re-rank a list of results.

Coming on a distant second place in terms of popularity,
purely re-ranking based methods are the core of 13.1% of the
total number of runs. While this class of approaches does not
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Fig. 5. Performance of the employed systems (represented with different colors) on the various data sets (represented with different shapes). st indicates
single topic and mt multi-topic data sets.
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Fig. 6. Detailed view of the performance of the feature fusion approaches
(represented with different colors) on the various data sets (represented with
different shapes). st indicates single topic and mt multi-topic data sets.

provide a top run on any of the data sets, a good result is ob-
tained in [90] on Div150Multi (st). The authors use an iterative
algorithm that selects the most different image with respect to
all previously selected ones, with the similarity being assessed
over visual and textual features. With a CR@20=0.43, a 16.9%
relative improvement over the Flickr baseline is observed but
it falls behind the best run on this data set [86], which gives
CR@20=0.50.

Optimization and multi-system methods account each for
7.6% of the results. By optimizing an utility function defined
as a weighted combination of relevance and diversity, the au-
thors in [91] provide the best run for CR@20 on Div150Cred.
Optimisation techniques are also useful for improving pre-
cision, as shown in [92], where the authors obtain the best
results in terms of P@20 on Div150Multi (st). The authors
formulate the task of diversifying image retrieval results
as a subset selection problem and propose to maximize a
weighted scoring function composed of submodular functions.

The optimization is performed through the use of a sub-
gradient descent algorithm [93]. This method also retains
good diversity, scoring a F1@20=0.56, thus improving the
Flickr baseline by 21.3%. Multi-system approaches combine
several automated methods. Although not commonly used,
they have been found to give consistently good results for
diversity. For instance, Spyromitros et al. [86] obtain the
highest CR@20 and F1@20 on Div150Multi (st) using a
multimodal ensemble for combining different types of features
for relevance detection in a principled manner.

We observe that methods that rely on greedy approaches are
less used and account for 4.3% of total runs. They were first
used on Div400 with good results. Jain et al. [94] rank first in
terms of CR@10 and F1@10 and also attain the highest P@10
among all automated runs. The authors use a Min-Max greedy
technique that takes as input a similarity matrix and a pivot
image to build the result list. However, greedy methods were
not used on the Div150Cred and Div150Adhoc data sets, while
for Div150Multi (st) and (mt), the results of these methods are
spread among the last 25% runs in terms of CR@20.

Methods that either use human-machine-based or human-
in-the-loop (i.e., hybrid) approaches are poorly represented.
We find only 2 runs for the former and 3 for the latter. As
previously observed, these methods lead to a high precision.

From a chronological perspective, we observe a growing
trend of multi-system approaches. On the more recently intro-
duced Div150Multi and Div150Adhoc data sets, they were the
second most used methods, after clustering. We also note the
time proven consistency of re-ranking methods, which can be
found in equal number, with the exception of Div150Adhoc,
for any test collection. Globally, we observe that each method
has outperformed the Flickr baseline at least on one evaluation
data set, when looking at the diversity metrics. However, we
cannot identify a single method that clearly stands out on
any evaluation metric. This finding reinforces the observation
that image retrieval diversification can be successfully tackled
using approaches from a variety of domains.
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Fig. 7. Kendall correlation tau and sensitivity scores for the proposed evaluation data sets (s - single topic, m - multi-topic).

D. Statistical significance of the results

The final experiment is to analyze the stability of the results.
Stability is studied by varying the number of queries q ∈ CQ

which are used to compute performance, where CQ is set of
queries proposed by collection C. A system is evaluated on
a set of queries by averaging the scores of an effectiveness
metric (cluster recall in our case). We note by λCQ,A the
average score of an arbitrary effectives metric obtained by
system A on CQ. To compare and rank two systems A and
B, the difference between their global performance is taken
into account: ∆λCQ,AB = λCQ,A − λCQ,B .

Urbano et al. [95] evaluate several indicators of test col-
lection reliability that have been proposed in the literature.
For a collection CQ, stability evaluation is performed on a
pair of subsets from CQ of the same size, (Q′, Q′′). Two
groups of measures can be distinguished: those who evaluate
the rankings and those who take into account the systems’
scores. As most of them were found to be relevant evaluators
of stability and are correlated among themselves, we chose
two of the most commonly employed indicators, one from
each family: Kendall’s Rank Correlation (τ ) – this coefficient
depends upon the number of inversions of pairs of objects
which would be needed to transform the rank induced by CQ′

into the rank given by CQ′′ [96]. It compares the order in
which systems are ranked, regardless of the magnitude of the
differences ∆λCQ,AB . It ranges from 1 (perfect correlation)
to -1 (inverse correlation). For C to be stable, τ must tend to
1; Sensitivity (ρ) – this coefficient is the minimum difference
∆λC′

Q
,AB/max(λC′

Q
,A, λC′′

Q
,B) that needs to be observed

with Q′ such that the differences with Q′′ have the same sign
at least 95% of the times [95]. C is stable if ρ tends to 0.

Following Voorhees [97], besides evaluating the stability
of different test collections, we also investigate the stability
of the efficiency metrics that were proposed for evaluating
system performance across all collections, i.e., P , CR, F1.
For each collection presented in this paper and for each
evaluation metric, we evaluate stability using random subset
pairs (Q′

(n), Q
′′
(n)) of various sizes. n represents the percentage

of queries retained form CQ and varies from 10 to 100, with
a step of 10. For each n, we randomly sample 100 pairs and
report the final results as the average over the 100 trials.

Figure 7 depicts a summary of our stability tests. The results
confirm the intuition that the more topics are evaluated, the
more stable the rankings are. The values of both stability
indicators improve with the number of topics, with a faster
pace for Sensitivity compared to Kendall’s τ . Urbano et
al. [95] conclude that for a collection to be deemed stable
it requires to have at least 50 queries. We observe a similar
behavior, with our collection presenting stability when using
even fewer queries. Among other indicators, it is considered
that a collection is stable if Sensitivity < 0.05.

From Figure 7 we can see that this criterion is met for all
metrics when using at least 40% of the original queries for
Div400 crowd ground truth, Div150Multi (single and multi
topic), Div150Adhoc and at least 20% for Div400 expert
ground truth and Div150Cred. This translates to 19, 28,
28, 25, 48 and 24 queries for Div400 crowd ground truth,
Div150Multist, Div150Multimt, Div150Adhoc, Div400 expert
ground truth and Div150Cred, respectively. When looking at
Kendall′s τ , a high correlation is commonly considered to
appear at a score higher than 0.8. This is equivalent to a stable
collection. Except Div400 expert ground truth, where a high
correlation is reached when using only 20% of queries, for
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the remaining collections stability is achieved when using at
least 40% of queries for Div150Cred and at least 60% for the
rest. If we compare evaluation metrics in terms of stability, we
notice that P@20 is slightly more stable than CR@20, with
F1@20, as expecting, being between the first two.

V. DISCUSSION AND CONCLUSIONS

We introduced a publicly available, common image search
diversification benchmark framework that focuses explicitly
on social media aspects. It consists of a very rich annotated
data, with over 750 single-, multi-topic and ad-hoc queries,
150k images and over 30M image links, metadata, various
content descriptors for visual and text modalities. As part
of the MediaEval Retrieving Diverse Social Images Task, we
analyzed four years of results and more than 180 submitted
systems, with the objective to provide an in-depth analysis of
the crucial aspects of diversification, such as the capabilities
and the evolution of existing systems.

A. Lessons learned

Image retrieval capabilities are reliable in terms of pre-
cision: analyzing all the submitted systems, only very few
managed to improve the precision (of more than 80%) of a
state-of-the-art text-based image retrieval system, i.e., Flickr,
while most of them achieve a comparable or slightly lower
precision. However, default diversification is very low. There-
fore, emphasis can be made on the later for improving the
usefulness of the image search results.

General purpose diversification capabilities are still a chal-
lenge: varying the level of complexity of the considered image
queries, from embedding single to multiple concepts in a
well defined use case scenario, i.e., tourism, to an ad-hoc,
general purpose, use case, shows a significant difference in
performance for both precision and diversity. The later is still
a challenge to achieve with good performance. However, for
the ad-hoc scenario, improvement over the initial retrieval
results seems to be more significant, compared to the other
data scenarios, which is a promising result.

Human-in-the-loop: it is interesting to notice that ap-
proaches harvesting human input, e.g., via crowd sourcing,
directly or with hybrid approaches, like pseudo-relevance
feedback, tend to improve mostly the relevance of the results,
rather than the diversification. The reasoning behind this is
the fact that common users who are not familiar with the
task would seek for similar images rather than understanding
the complex context of the topics, and looking for more
meaningful information. Nevertheless, human-in-the-loop is a
valuable resource and could be explored to improve the results
in the sense that to be better adapted to user needs.

Multimodal approaches are inherently the best performers:
almost half of the experimented techniques involve the use
of a high diversity of information sources, e.g., visual, social,
text. Such systems tend to achieve the highest performance in
terms of diversification, independently of the considered data
set. Social information plays, in particular, an important role,
e.g., via the use of tagging behaviour analysis and credibility.
Fusion, i.e., early and late, is traditionally employed to achieve

the integration of various modalities, but there is no observable
significant difference between their performance, both achiev-
ing good results. This means that less computational expensive
approaches may be adopted. Deep networks prove again their
efficiency, and are able to provide best runners for several data
sets. However, it is notable that they are effective as content
descriptors rather than classifiers, as they are traditionally used
in computer vision applications.

Diversification techniques: a very broad range of approaches
has been explored, e.g., 64.2% of the tested approaches use
clustering, 13.1% use re-ranking, 7.6% use optimization and
multi-system approaches, 4.3% use greedy approaches while
very few attempts use human-in-the-loop. From a chronolog-
ical perspective, one can notice the increase of using multi-
system approaches. Overall, there is not a supremacy of one
technique over the others, each approach being able to provide
best runners at least on one data set. This finding reinforces
the observation that diversification can be successfully tackled
employing knowledge from a variety of domains and remains
an optimization problem between feature design and the
decision mechanism.

B. Open questions

Deep learning: has not been actively used in this scenario.
So far, almost exclusively, the deep neural networks were
employed just as content descriptors for the data. There is the
need for network architectures tailored to the diversification
task, including the native integration of multi-modal data
processing, which are capable of learning the diversification
from previous examples. This also means that more annotated
data should be made available.

Exploiting user perception of social data: concepts like
image visual and social interestigness, memorability, humor,
irony, could allow for including the end-user in the diversifi-
cation process by analyzing the way the selected images are
perceived by the actual user. Significant progress has been
made in this field, and could be a valuable lead to improve
even more the user experience in the diversification task.

Integration with real-world applications: image search di-
versification is a valid technology which is currently integrated
with public search engines. A relevant example is the Google
Image Search5 which integrates a content diversification of
the results. Although progress has been significantly made
since the first version, research should still be carried out
to allow better performance in the ad-hoc scenarios. This
involves the possibility of reducing the complexity of the top-
end approaches, thus to be adapted to Big Data constraints.

REFERENCES

[1] T. Kato, “Database architecture for content–based image retrieval,” in
Image Storage and Retrieval Systems, ser. SPIEProc, A. A. Jamberdino
and W. Niblack, Eds., vol. 1662, Feb. 1992.

[2] A. W. M. Smeulders, M. Worring, S. Santini, A. Gupta, and R. Jain,
“Content–based image retrieval at the end of the early years,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 22,
no. 12, Dec. 2000.

5https://www.google.com/imghp

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TMM.2020.2986579

Copyright (c) 2020 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



13

[3] P. G. B. Enser, “Progres in documentation pictorial information re-
trieval,” Journal of Documentation, vol. 51, no. 2, 1995.

[4] B. Thomee, D. A. Shamma, G. Friedland, B. Elizalde, K. Ni, D. Poland,
D. Borth, and L.-J. Li, “Yfcc100m: The new data in multimedia
research,” Communications of the ACM, vol. 59, no. 2, pp. 64–73, 2016.

[5] H. Müller, W. Müller, D. M. Squire, S. Marchand-Maillet, and T. Pun,
“Performance evaluation in content–based image retrieval: Overview and
proposals,” Pattern Recognition Letters, vol. 22, no. 5, Apr. 2001, special
Issue on Image and Video Indexing.

[6] H. Müller, A. Geissbuhler, S. Marchand-Maillet, and P. Clough, “Bench-
marking image retrieval applications,” in Proc. of the Conference on
Visual Information Systems (VISUAL 2004), 2005.

[7] J. R. Smith, “Image retrieval evaluation,” in IEEE Workshop on Content–
based Access of Image and Video Libraries (CBAIVL’98), 21 1998.

[8] M. L. Paramita, M. Sanderson, and P. Clough, “Diversity in photo
retrieval: Overview of the ImageCLEFPhoto task 2009,” in International
Conference on Cross-language Evaluation Forum: Multimedia Experi-
ments, 2010.

[9] B. Ionescu, A. Popescu, A.-L. Radu, and H. Müller, “Result diversifica-
tion in social image retrieval: a benchmarking framework,” Multimedia
Tools and Applications, vol. 75, no. 2, 2016.

[10] B. Ionescu, A.-L. Radu, M. Menéndez, H. Müller, A. Popescu, and
B. Loni, “Div400: A social image retrieval result diversification dataset,”
in ACM Multimedia Systems Conference, 2014.
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